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ABSTRACT
The past few years have witnessed an explosive growth of user-
generated POI-centric travel blogs, which can provide a comprehen-
sive understanding of a POI for people.However, evaluating the quality
of the POI-centric travel blogs and ranking the blogs is not a simple
task without domain knowledge or actual travel experience on the
target POI. Nevertheless, our insight is that the user search behavior
related to the target POI on the online map service can partly valid
the rationality of the POIs appearing in the travel blogs, which helps
for travel blogs ranking. To this end, in this paper, we propose a novel
end-to-end framework for travel blogs ranking, coinedMatching POI
and Travel Blogs with Multi-view InFormation (MOTIF). Concretely,
we first construct two POI graphs as multi-view information: (1) the
search-level POI graph which reflects the user behaviors on the online
map service; and (2) the document-level POI graph which shows the
POI co-occurrence frequency in travel blogs. Then, to better model
the intrinsic correlation of the two graphs, we adopt Mutual Infor-
mation Maximization to align the search-level and document-level
semantic spaces. Moreover, we leverage a pair-wise ranking loss for
POI-document relevance scoring. Extensive experiments on two real-
world datasets demonstrate the superiority of our method.

CCS CONCEPTS
• Information systems→Mobile information processing sys-
tems; Spatial-temporal systems; Information retrieval query
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1 INTRODUCTION
Nowadays, more and more people share travel literature on online
websites, e.g., Tripadvisor, Booking.com, and Ctrip. Among various
travel literature, POI-centric travel blogs, which focus on the travel
experience of a target POI (e.g. presenting the POIs related to the
Palace Museum), are especially useful for place assessment, to help
people get the gist of the target POI quickly and offer convenience
for other travelers. (Hereafter, we denote the POI-centric travel
blogs as travel blogs for simplicity.)

For such travel blogs including the travel experience of a tar-
get POI, a high-quality blog should have: (1) the proper textual
descriptions of the target POI; (2) the POIs related to the target
POI with the corresponding introductions, which provide guidance
for users’ travel route planning. To be noticed, the related POIs do
not mean the nearby POIs (see Section 5.2 in detail), and without
domain knowledge and actual travel experience of the target POI,
judging the related POIs is not a simple task. Though existing query-
document ranking methods [2, 11] effectively model the relevance
between the target POI and textual description of the target POI,
they can not be directly applied to such POI-document ranking task.
They fail to evaluate the quality of POIs included in travel blogs,
which leads to poor blog ranking results.

Nevertheless, the user search behaviors on the online map service
provide a practical source for validating the quality of travel blogs
to some extent. For example, considering a travel blog containing
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“JingshanPark", and its target POI is “Beihai Park". From the search log,
we find that “Beihai Park" and “Jingshan Park" are often co-searched
in a search session, thus the two POIs are relevant and the quality of
this travel blog is prone to be high. In light of this observation, the
multi-view POI information (POI in documents and in search logs)
jointly provides a new opportunity for travel blogs ranking.

To rank the high-quality travel blogs, in this paper, we propose a
novel end-to-end framework, namedMatching POI and Travel Blogs
with Multi-view InFormation (MOTIF). We first construct two POI
graphs as multi-view POI information for modeling the relevance
between POIs: the search-level POI (co-occurrence) graph and the
document-level POI (co-occurrence) graph. However, there is a natural
semantic gapbetween the twokinds of graph signals. For the document-
level graph, only the travelers who have visited the related POIs can
write travel blogs, and their audiences are those who plan to have a trip
to similar POIs. Therefore, the document-level semantic space includes
domain-specific knowledge of POIs. In contrast, everyone can have a
search record on an online map service, thus the search-level semantic
space includes people’s common sense. In light of this observation, we
apply the Mutual Information Maximization [21, 26] method to bridge
the semantic gap between these two graphs. The core idea is to force
the representations of POIs from the two graphs to be close given high-
quality documents. Based on the aligned semantic representations,
the intrinsic correlations of the multi-view POI information are well
explored, and we learn better POI representations. Then we leverage
a pair-wise ranking loss for calculating the relevance between POI
and document. The reason to choose the pair-wise loss instead of the
absolute value of the relevance score is that we care about the ranking
position of the documents. The contributions are as follows:

• To the best of our knowledge, we are the first to investigate
the novel task, POI-centric travel blogs ranking.

• We incorporate multi-view POI information to the documents
ranking task and adopt Mutual Information Maximization to
align the multi-view POI representations.

• Our MOTIF achieves the best performances against the base-
lines on all metrics, shedding light on real-world applications.

2 RELATEDWORK
POI Retrieval. It can be generally grouped into two categories: query
POI matching (generating a relevance score for query and POI) [27–
29] and POI auto-completion (suggesting a dynamic list of POIs as a
user types each token) [4, 7, 17]. For query POI matching, Yuan et al.
[28] integrate rich spatial-temporal factors of POIs and dynamic user
preferences, and Yuan et al. [27] propose an incremental framework
for online query-POI matching. For POI auto-completion, Huang et al.
[7] model user’s personal input habit and Fan et al. [4] adopt the meta-
learning framework. Moreover, Huang et al. [8] utilize heterogeneous
information for multilingual POI retrieval. Several studies have been
conducted to explore the correlation between various modalities and
Points of Interest (POIs), including but not limited to location-POI
matching [9], voice-POI matching [6] and tag-POI matching [30].
However, all these works are different from our task, as we consider
computing the relevance score between POIs and travel blogs, which
considers both text data and multi-view user behaviors on POIs.

Text Retrieval. There are mainly three conventional categories
for text retrieval: point-wise (logistic regression [12]), pair-wise
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Figure 1: The overview of our model.

(RankSvm [12] and BPR [19]), and list-wise (ListNet [2] andAdaRank
[25]). With the development of deep learning, Huang et al. [11]
propose the Deep Structured Semantic Models (DSSM), and Shen
et al. [20] and Palangi et al. [18] improve the ability of the semantic
extractor of DSSM. However, all these works do not consider the
multi-view POI information when learning relevance scores.

Another related work is [3], which answers POI-based questions by
tourism reviews. They recommend POIs to answer questions, rather
than compute the relevance score between POIs and travel blogs.

3 PROBLEM FORMULATION
A POI-centric travel blog is a document that consists of several POIs
together with their text descriptions: 𝑑𝑖 = ((𝑝1, 𝑡1), ..., (𝑝𝐾 , 𝑡𝐾 )). To be
noticed, the text descriptions could be anything about the POIs (e.g.,
the history of the POI, the route planning to the POI, or personal
visiting experience of the POI). Given a POI 𝑝𝑖 with the corresponding
documents (𝑑1,𝑑2, ...,𝑑𝑁 ), our goal is to rank the 𝑁 documents by a
relevance score for each POI-document pair (𝑝𝑖,𝑑𝑖).

We also consider two graphs as multi-view POI information. The
node of them are POIs, and the weights are from multiple sources.
For the search-level graph G𝑠 , the weights are the co-occurrence
times of two POIs in search logs within a time session. For the
document-level graph G𝑑 , the weights are the times that two POIs
appear in the same document.

4 METHOD
The outline of our model is shown in Fig. 1. In the following, we will
illustrate each component in our model: learning multi-view POI in-
formation with mutual information maximization, learning document
representation, and assigning relevant scores for POI-document pairs.

4.1 POI Learning
Like previous methods [7, 28], we first extract some characteristic
features for each POI. Then we incorporate two POI graph data and
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fuse the semantic spaces of the two graphs. Finally, we combine
the three parts to derive the POI representation 𝒑𝑖 .

4.1.1 POI Characteristic Features Learning. For each POI, the char-
acteristic features representation 𝒑𝑐

𝑖
consists of four types of infor-

mation which are POI address, primary category (e.g. historic sites,
museums), second category (e.g. suitable for picnic, summer resort),
and professional tag (i.e. a short sentence that describes the special
features of the POIs, which is written by professional experts).

4.1.2 Search-level POI Graph Learning. From the search logs, users’
search behaviors in a period of time reveal similar informationneed [10,
16, 31]. To model the POIs’ relation in search-level semantic space, we
use a 2-gram sliding window like [8] and apply the cosine similar-
ity [24] to calculate theweight of twoPOIs by co-occurrence frequency:

S𝑖, 𝑗 =
|𝑊 (𝑝𝑖 , 𝑝 𝑗 ) |√︁

|𝑊 (𝑝𝑖 ) | · |𝑊 (𝑝 𝑗 ) |
, (1)

where |𝑊 (𝑝𝑖, 𝑝 𝑗 )| is the number of sliding windows that contain both
𝑝𝑖 and 𝑝 𝑗 , and |𝑊 (𝑝𝑖)| is the number of windows that contains 𝑝𝑖 .

Then we learn the representations of POIs in the search-level
semantic space with the advantage of Graph Attention Networks
(GAT [22]), which could aggregate information from the neighbors
to the target node with a scalar attention coefficient 𝛼𝑖 𝑗 :

𝛼𝑖 𝑗 =
S𝑖, 𝑗 · exp(𝜎𝑔 (𝒘𝑎 [𝑾𝑠𝒑𝑠𝑖 | |𝑾𝑠𝒑

𝑠
𝑗
]))∑

𝑘∈N𝑝𝑖
S𝑖, 𝑗 · exp(𝜎𝑔 (𝒘𝑎 [𝑾𝑠𝒑𝑠𝑖 | |𝑾𝑠𝒑

𝑠
𝑘
])) , (2)

where 𝒑𝑠
𝑖
is the representation of POI 𝑝𝑖 in the serch-level POI

graph, and is randomly initialized.
Then with the learned coefficients, a weighted sum between POI

𝑝𝑖 and its neighbors N𝑝𝑖 is the updated representation of 𝑝𝑖 :

𝒑𝑠𝑖 =
∑︁

𝑝 𝑗 ∈N𝑝𝑖

𝛼𝑖 𝑗𝑾𝑠𝒑
𝑠
𝑗 . (3)

4.1.3 Document-level POI Graph Learning. From the travel blogs
(documents) which consist of several POIs, we could also model
POIs’ relation in document-level semantic space. Like Eq. 3, we
could also learn the document-level POI representation 𝒑𝑑

𝑖
.

4.1.4 Mutual Information Maximization. In order to bridge the
semantic gap between search-level and document-level seman-
tic spaces, we use Mutual Information Maximization (MIM) tech-
nique [21, 26]. Its core idea is to maximize the Mutual Information
of two variables𝑋 and𝑌 (i.e.𝑀𝐼 (𝑋,𝑌 )). However,𝑀𝐼 (𝑋,𝑌 ) is hard
to compute, thus MIM tries to maximize the lower bound:

𝑀𝐼 (𝑋,𝑌 ) ≥ E𝑃 [log𝑔(𝑥,𝑦)] + E𝑁 [log(1 − 𝑔(𝑥,𝑦′)], (4)

where E𝑃 and E𝑁 denote the expectation over positive and negative
samples, respectively, and 𝑔(·) is the discriminator function that
outputs the probability score modeled by a neural network.

In our setting, we view the POIs that co-appear in highly liked
documents (i.e. the number of likes is large than 100) as the positive
samples, and randomly choose some negative samples. For the POIs
that co-occur in highly like documents, we pull their two graph
representations close through a transformation matrix:

𝑔(𝒑𝑠𝑖 ,𝒑
𝑑
𝑖 ) = 𝜎 (𝒑

𝑠
𝑖 · T · 𝒑𝑑𝑖 ), (5)

where 𝜎 (·) is the sigmoid function. By integrating Eq. 5 into Eq. 4,
we can derive the MIM loss over all highly liked documents, and
minimize the loss as a pre-training task.

Finally, the overall representation of POI 𝑝𝑖 is the weighted sum
of the two graph embeddings:

𝒑𝑖 = 𝜆 · 𝒑𝑠𝑖 + (1 − 𝜆) · 𝒑𝑑𝑖 ,

𝜆 = 𝜎 (𝑾𝑔 [𝒑𝑠𝑖 | |𝒑
𝑑
𝑖 ]),

(6)

where 𝑾𝑔 is the gate transformation. Moreover, we also add the
feature embedding 𝒑𝑐

𝑖
into 𝒑𝑖 .

4.2 Document Learning
Given the document which consists of several POIs together with
their text descriptions, i.e. 𝑑𝑖 = ((𝑝1, 𝑡1), ..., (𝑝𝐾 , 𝑡𝐾 )), we use the two
parts (i.e. POI part and text part) to learn the document embedding 𝒅𝑖 .

For the first part, we average the 𝐾 feature embeddings of POIs
to learn the first part embedding: 𝒅𝑝

𝑖
= Mean(𝒑𝑐

𝑘
).

For the 𝑘-th text description 𝑡𝑘 , which includes several tokens, we
first use BERT [13] to extract the token representations. Then these
token representations are fed into an LSTM Network [5] followed by
mean pooling. In this way, the text description 𝑡𝑘 is transformed into
a 𝑑-dimensional hidden representation 𝒕𝑘 . Then we aggregate 𝐾 text
descriptions by attention mechanism [1] to learn text embedding 𝒅𝑡

𝑖
:

𝒅𝑡𝑖 =
∑︁

𝛼𝑘 𝒕𝑘 ,

𝛼𝑘 = Softmax(𝒃Ttanh(𝑾𝑡 𝒕𝑘 )) .
(7)

Finally, we concatenate 𝒅
𝑝

𝑖
and 𝒅𝑡

𝑖
and then followed by a fully

connected layer to learn document representation 𝒅𝑖 .

4.3 Model Training
Given a POI 𝑝 and its corresponding documents (𝑑1, ..., 𝑑𝑁 ), we aim
to rank the high-quality documents at the top position. Thus, we
adopt the pair-wise loss Bayesian Personalized Ranking (BPR) [19]
to train our model. First, we rank the 𝑁 documents according to
their like numbers. Specifically, 𝑑𝑖 is more popular than 𝑑 𝑗 when
𝑖 < 𝑗 . Then the training loss is defined as:

L = −
∑︁
𝑖, 𝑗

log(𝜎 (𝒑T𝒅𝑖 − 𝒑T𝒅 𝑗 )). (8)

When testing, we directly set 𝒑T𝒅𝑖 as the relevance function be-
tween POI and document.

Our training procedure includes two stages. For pre-training stage,
we first use MIM loss to learn better POI representations 𝒑𝑠 and 𝒑𝑑 .
Then during the next stage, we use BPR loss L to rank documents.

5 EXPERIMENT
5.1 Experimental Settings
Datasets. To extract the travel blogs, we crawl the documents on
the traveling websites, which are Mafengwo1 and Ctrip2. We only
preserve the documents which include multiple POIs and take the two
sentences near POIs as their text description. The search logs of POIs
are obtained from Baidu map service in China. Here the ground-truth

1http://www.mafengwo.cn/
2https://www.ctrip.com/
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Table 1: The overall performances. The marker * indicates that the improvement is statistically significant compared with the
best baseline (pairwise t-test with p-value < 0.01).

Dataset Beijing Chengdu

Method SR@1 SR@3 SR@5 MRR@3 MRR@5 nDCG@1 nDCG@3 nDCG@5 SR@1 SR@3 SR@5 MRR@3 MRR@5 nDCG@1 nDCG@3 nDCG@5

Popularity 12.99 35.06 67.53 0.2294 0.3009 0.2576 0.3822 0.5302 12.39 41.16 77.78 0.2593 0.3404 0.2815 0.4059 0.5450
Distance 11.68 36.36 71.43 0.2229 0.3015 0.2762 0.4066 0.5473 13.33 42.22 80.03 0.2556 0.3389 0.3074 0.4355 0.5713
Random 15.58 42.85 72.72 0.2749 0.3379 0.2817 0.4185 0.5413 15.94 44.31 75.37 0.2876 0.3592 0.3187 0.4421 0.5873
BPR-CNN 22.07 54.54 75.32 0.3550 0.4017 0.3547 0.4776 0.5957 21.36 52.33 82.08 0.3566 0.4280 0.3586 0.5107 0.6298
ListRank 23.37 58.44 78.63 0.3679 0.4293 0.3722 0.5187 0.6320 22.82 53.79 82.36 0.3781 0.4476 0.3734 0.5243 0.6549
BPR-LSTM 25.37 58.74 81.82 0.3976 0.4485 0.4052 0.5381 0.6477 24.73 55.19 84.13 0.3963 0.4531 0.3963 0.5586 0.6592
BPR-BERT 27.60 62.33 83.40 0.4361 0.4811 0.4250 0.5604 0.6647 28.17 58.86 82.77 0.4155 0.4715 0.4172 0.5722 0.6785
HGAMN 28.23 61.03 83.68 0.4335 0.4919 0.4326 0.5669 0.6714 31.74 61.48 83.90 0.4763 0.5068 0.4583 0.6011 0.6932

MOTIF -Sea 29.35 62.44 83.77 0.4396 0.4883 0.4476 0.5893 0.6821 31.17 62.39 83.23 0.4573 0.5118 0.4633 0.5987 0.6961
MOTIF -MIM 31.64 64.70 85.12 0.4559 0.5022 0.4894 0.6137 0.7080 36.56 68.69 84.35 0.5107 0.5464 0.5203 0.6275 0.7142

MOTIF 34.01∗ 69.89∗ 88.43∗ 0.4953∗ 0.5369∗ 0.5097∗ 0.6372∗ 0.7273∗ 43.64∗ 71.30∗ 87.88∗ 0.5603∗ 0.5971∗ 0.5684∗ 0.6634∗ 0.7434∗

value of the document quality is the user like numbers on websites.
By doing this, we harvest two real-world datasets, namely Beijing
and Chengdu. Both of them include 100 POIs. Beijing contains 5,001
documents and Chengdu contains 1,788 documents.
Baselines. We compare MOTIF with the following representative
baselines: (1) Popularity ranks the documents according to the pop-
ularity of POIs. (2) Distance ranks the documents according to the
average distance between the target POI and POIs in documents. (3)
Random provides a random ranking list. (4) BPR-CNN [14] encodes
the text by CNN and uses BPR loss [19] for ranking. Only POI charac-
teristic feature 𝒑𝑐 is used. (5) ListRank [2, 23] adopts list-wise loss to
rank documents. Concretely, we use Cross Entropy to measure the dis-
tance between the label and the predicted score list. (6)BPR-LSTM [5]
incorporates LSTM with BPR loss to capture the text representations
for documents. (7) BPR-BERT [13] uses the pre-training model BERT
as the token representation extractor. (8) HGAMN [8] adopts user
search behaviors to retrieve relevant POIs. We reserve the heteroge-
neous graph attention module for POI search graph.
Implementation Details. To validate our model, each test sample
includes one POI and 7 corresponding documents. In addition, we
use the number of likes as the measurement of document quality.
Then we dset the dimension of embedding as 128 and the batch
size of 32, and employ the Adam [15] optimizer.
Evaluation Protocol.We adopt Success Rate (SR), MRR, and nDCG
at Top-K (𝐾 = 1, 3, 5) for evaluation. SR denotes the average per-
centage of the highest-likes document (in 7 documents) ranked at
or above the position K in the rank list. MRR and nDCG evaluates
the ranking quality.

5.2 Results
Overall Performance. The ranking results on two datasets are
shown in Table 1. The experimental results reveal several insight-
ful observations. (1) Our MOTIF significantly outperforms all the
baselines by a large margin on both two datasets, which verifies
that the effectiveness of incorporating the multi-view graph data
of POIs and MIM learns better POI representations by bridging
the semantic gap between two semantic spaces. (2) Among all the
baselines, HGAMN performs best. The reason is that HGANM in-
corporates the user search behaviors into POI representations. (3)

Given the three text encoders CNN, LSTM, and BERT, we can find
BPR-BERT achieves the best performance. It demonstrates that the
pre-training model BERT could extract text information better. (4)
Comparing BPR-LSTMwith ListRank, we can see that the pair-wise
loss is more suitable for the document ranking task. (5) Popularity
and distance perform even worse than a random ranking list. We
think the reasons are two perspectives. First, people care about not
only the POIs included in documents, but also text descriptions.
However, the two baselines omit the text descriptions of POIs. Sec-
ond, for the POIs included documents, the hot POIs and the POIs
near the target POI may not receive more likes. Thus, we need a
neural model to learn high-quality POI representations.
Ablation Study. In our MOTIF, we incorporate two graph data and
use MIM to align the two graph representations. Here we would
like to examine the effectiveness of each part and show the results
in Table 1. To be noticed, MOTIF -Sea trains MOTIF without POI
search graph embedding and MOTIF -MIM denotes training our
model without MIM pre-training. For the two graphs, MOTIF -
Sea beats BPR-BERT and MOTIF -MIM beats MOTIF -Sea, which
shows the usefulness of incorporating user search behaviors and
POI co-occurrence frequency in travel blogs. For the MIM, MOTIF
bridges the gap between two semantic spaces and learns better POI
representations, thus beats MOTIF -MIM.

6 CONCLUSION
In this paper, we first investigated how to rank POI-centric travel
blogs. As the blogs include related POIs of the target POI, we lever-
aged the user search behavior related to the target POI for validating
the quality of documents, and proposed an end-to-end framework
named MOTIF. It incorporates the search-level and document-level
POI graphs, and then adopts MIM to bridge the gap between two se-
mantic spaces. Extensive experiments conducted on two real-world
datasets verified the superiority of our MOTIF.
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