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ABSTRACT

Knowledge Graph Completion (KGC), aiming to infer the missing
part of Knowledge Graphs (KGs), has long been treated as a cru-
cial task to support downstream applications of KGs, especially
for the multimodal KGs (MKGs) which suffer the incomplete rela-
tions due to the insufficient accumulation of multimodal corpus.
Though a few research attentions have been paid to the completion
task of MKGs, there is still a lack of specially designed negative
sampling strategies tailored to MKGs. Meanwhile, though effective
negative sampling strategies have been widely regarded as a crucial
solution for KGC to alleviate the vanishing gradient problem, we
realize that, there is a unique challenge for negative sampling in
MKGs about how to model the effect of KG relations during learn-
ing the complementary semantics among multiple modalities as
an extra context. In this case, traditional negative sampling tech-
niques which only consider the structural knowledge may fail to
deal with the multimodal KGC task. To that end, in this paper, we
propose a MultiModal Relation-enhanced Negative Sampling (MM-
RNS) framework for multimodal KGC task. Especially, we design
a novel knowledge-guided cross-modal attention (KCA) mecha-
nism, which provides bi-directional attention for visual & textual
features via integrating relation embedding. Then, an effective con-
trastive semantic sampler is devised after consolidating the KCA
mechanism with contrastive learning. In this way, a more similar
representation of semantic features between positive samples, as
well as a more diverse representation between negative samples
under different relations could be learned. Afterwards, a masked
gumbel-softmax optimization mechanism is utilized for solving the
non-differentiability of sampling process, which provides effective
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parameter optimization compared with traditional sample strate-
gies. Extensive experiments on three multimodal KGs demonstrate
that our MMRNS framework could significantly outperform the
state-of-the-art baseline methods, which validates the effectiveness
of relation guides in multimodal KGC task.
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1 INTRODUCTION

Recent years have witnessed the booming of multimodal knowl-
edge graphs (KGs). Multimodal KGs usually extend traditional KGs
by supplementing multimodal data, like visual and audio attributes,
to provide a physical world meaning to the symbols of traditional
KGs [7, 15, 38, 49]. Along this line, various downstream applica-
tions, e.g., multimodal NER [26], visual question answering [16] and
recommender system [31, 36] are widely supported. Unfortunately,
due to the insufficient accumulation of multimodal corpus, existing
multimodal KGs may suffer even more severe incompleteness com-
pared with traditional KGs, which fatally impairs their usability
and effectiveness. In this case, knowledge graph completion (KGC)
solutions to multimodal scenario, which targets at automatically
inferring missing facts, have attracted wide attention. Specifically,
previous KGC methods mainly try to construct negative samples
by uniform sampling, which suffer from the vanishing gradient
problem in the later phase of training [40, 48]. Therefore, a special-
designed negative sampling strategy tailored to multimodal KGs
are urgently required.
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Figure 1: Examples of Hard Samples with Different Relations.

Recently, some efforts have been made for identifying hard neg-
ative sampling of traditional KGs [20]. For instance, IGAN [40] and
KBGAN [5] both introduced a generative adversarial network to
find high-quality negative samples, while NScaching [48] utilized
extra memory to cache negative samples with a large score of KGC
model. Besides, SANS [1] captured negative samples following the
assumption that neighborhoods of positive entity are more likely
hard samples. Though these techniques have achieved competitive
performance on traditional KGs, however, they may fail to be ap-
plied to multimodal KGs, since current techniques mainly focus on
the structural knowledge, while the rich multimodal cues are not
fully utilized, which severely degrades the effectiveness.

Moreover, when jointly learning the multimodal attributes, rela-
tions in KGs may play an important role, as they could guide the
learning of complementary semantics among multiple modalities
as an extra context. Let’s illustrate the impact of KG relations with
a toy example shown in Figure 1. Usually, following the basic rules,
negative samples having similar attributes and semantic informa-
tion with positive samples are more likely to be hard samples. Thus,
when selecting the hard negative examples for the entity Taylor
Swift, given the attributes as female and singer, we should attempt
to highlight features that reflect all of these attributes in their vi-
sual and textual information. However, as we all know, different
attributes should be highlighted with considering different rela-
tions. For instance, with regard to the relation AwardOf, we expect
to capture the multimodal cues which are mainly related to singers
and music, e.g., a singer (no matter male or female) who is playing
guitar in a concert. Correspondingly, for the relation Girlfriend,
examples with female attribute may be a better choice. In this case,
a more comprehensive solution which summarizes the multimodal
cues deeply coupled with KG relations is required.

To address this problem, we propose a novel Knowledge-guided
Cross-modal Attention (KCA) mechanism, which integrates mul-
tiple relations of the same entity to estimate the bi-directional
attention weights of multimodal semantic features. Specifically,
two parts are designed, in which one part summarizes the multi-
modal cues via mutual attention for relation-irrelevant features,
while another part jointly reasons the multimodal attention in a
bi-directional manner with embedding relations for relation-guided
features, e.g., singer, music and related visual factors under the re-
lation AwardOf. Moreover, the widely-seen I-to-Many relations in
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KGs, e.g., the relation AwardOf may connect Grammy Award and
quite a lot of famous singers as winners of this award, naturally pro-
duces some positive triples in KGs, i.e., two similar entities could
be both positive. This phenomenon motivates us to capture the
similarity of semantic features between positive samples, as well as
the diversity between negative samples under I-to-Many relations.
Thus, based on the KCA mechanism, we introduce contrastive loss
to build a contrastive semantic sampler, which aims to further learn
multimodal semantic similarity/difference representation between
positive and negative samples to estimate the sampling distribution.

Along this line, in this paper, we design a MultiModal Relation-
enhanced Negative Sampling (MMRNS) framework to figure out
hard negative samples by jointly utilizing the multimodal data and
complex KG relations to enhance the semantic representation of
entities, with the KCA mechanism enhanced by the contrastive
semantic sampler. Afterwards, considering that non-differentiable
sampling process may lead to the difficulty of refining sampling
network parameters end-to-end via the optimization of KGC model,
we further adapt the masked gumbel-softmax tool to achieve a
differentiable solution for the sampling network. To be specific, we
integrate mask operation on the basis of gumbel-softmax [17] to
ensure that positive samples can be filtered out during forward prop-
agation, and gradient can be returned during backward propagation.
In addition, a variable factor varying with the number of iterations
is utilized to dynamically tackle the exploration-exploitation trade-
off in early and later training phases. Technical contribution of this
paper could be summarized as follows:

e To the best of our knowledge, we are the first to discuss
the negative sampling strategy issue for the KGC task of
multimodal KGs.

o A novel knowledge-guided attention mechanism is proposed,
enhanced by a contrastive semantic sampler, to carry out
cross-modal semantic learning under the guidance of com-
plex KG relations.

e A masked gumbel-softmax tool is adapted to achieve back-
propagation of gradient for optimizing the network parame-
ters by KGC model loss.

e Extensive evaluations have proved the effectiveness and ro-
bustness of our negative sampling method by summarizing
multimodal cues and revealing complex relations.

2 RELATED WORK

In this section, prior arts of KGC task, as well as related efforts on
negative sampling strategy, will be summarized below.

2.1 Knowledge Graph Completion

Knowledge Graph Completion (KGC), aiming to predict the missing
part of Knowledge Graphs, has been extensively studied in recent
years [41]. Traditionally, distance-based models such as TransE
[4], TransD [18], and TransR [23] have been proposed to model
relation as a distance between head and tail entity for learning
entity and relation embeddings. Another group of techniques is
Semantic matching models including RESCAL [28], DistMult [46],
ComplEx [37] and so on. There are also several recent state-of-the-
art models such as GC-OTE [35] and PairRE [6]. However, most
prior arts focus on designing a better scoring function for KGC, yet
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ignored the importance of negative sampling strategy, which may
limit the further improvement in performance of these methods.

2.2 Negative sampling for KGC

Rather than applying uniform distribution sampling like most KGC
models, several effective sampling strategies have been proposed in
recent years [22, 32]. For instance, TransH [43] defined a Bernoulli
distribution to replace head or tail by considering the complex
relations such as 1-to-Many, but it is still a fixed sampling dis-
tribution, thus lacking flexibility. Also, IGAN [40] and KBGAN
[5] both introduced a generative adversarial network(GAN) to get
high-quality negative samples, in which the generator produces
sampling distribution and the discriminator produces reward to
optimize the generator by policy gradient [34]. However, such GAN-
based methods are harder to train [13]. NScaching [48] proposed
an efficient sampling scheme, which uses extra memory to cache
negative samples with large scores, and samples the negative triples
from it. Besides, SANS [1] considered using structural knowledge
in KGs, which treated a subset of entities restricted to the entity’s
k-hop neighborhoods as hard samples. In summary, the previous
approaches have demonstrated their effectiveness. The core points
to find the hard samples are either using the structural knowledge
of KGs or trying to use the negative sample scores. However, they
still suffer from two problems: 1) The models trained with structural
knowledge can only provide limited negative score information
due to the incompleteness of KGs; 2) A more effective parameter
optimization strategy is required to utilize the negative score of
KGC model.

2.3 Multimodal Knowledge Graph

In recent years, increasing efforts have been made on the MKGs
related tasks [8, 9, 27, 29, 47, 49]. For example, IKRL [44] and RSME
[39] tried to combine image with structured knowledge for KG
embedding. Also, TransAE [42] integrated visual and textual infor-
mation by extending TransE to a multimodal score function. Besides,
KBLRN [11] learned knowledge base representations from latent,
relational, and numerical features. Though they all get competitive
performance, we observe that there is still a lack of special-designed
negative sampling strategies tailored to MKGs. In this paper, for
identifying hard negative samples, we proposed a novel knowledge-
guided cross-modal attention and construct a contrastive semantic
sampler to enhance the semantic representation of multimodal
entities with the guide of relation. At the same time, a new opti-
mization strategy is adapted to effectively update the parameters
of the multimodal sampling network.

3 METHODOLOGY

3.1 Preliminaries & Problem Definition

Given a knowledge graph G = {(h,1,1)} € EXR X E, we denote &
by entity set and R by relation set. Each triple in KG is represented
as (h,r,t), which means head entity h € & and tail entity t € &
are connected by a directed relation r € R. Also, we represent the
embedding of tail entity and relation by ¢t € R9mb and r € Rdemb,
respectively. Besides, we denote e; € R%*4N a5 visual features and
e; € R4XdM g textual features to describe the multimodal cues.
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In this way, the KGC task can be modeled as a ranking problem,
i.e., given a positive triple (h,r,t*) and several negative triples
(h,r,t7), the KGC model aims to improve the score of positive triple
and lower the score of negative triples with an effective scoring
function. Along this line, the goal of our sampling strategy is to
utilize the positive triple and the corresponding multimodal data
to maximize the sampling probability of hard negative samples t~,
which are semantically similar to the positive one, to improve the
discriminating ability of the model.

3.2 Knowledge-guided Cross-modal Attention

Then, we turn to introduce the detail of Knowledge-guided Cross-
modal Attention (KCA) mechanism to learn cross-modal bi-directional
attention weights by integrating multiple relations.

Specifically, KCA first tries to capture the interactions between
different modalities, i.e., image and text, which aims to highlight the
same semantic features between cross-modal data simultaneously
to learn relation-irrelevant features. We denote relation-irrelevant
features by cross-modal features that are all important under differ-
ent relations to identify hard samples. For instance, in Figure 1, the
negative samples of Taylor Swift are expected to be a person-related
entity that contains more attributes related to the human body or
face, rather than other irrelevant entities like locations, regardless
of the relation being AwardOf or Girlfriend.

Meanwhile, KCA further integrates relational information after
describing the multimodal interaction to guide the model in deter-
mining which multimodal semantic features should be highlighted
to learn relation-guided features. For example, when the relation
is AwardOf;, KCA aims to enhance the cross-modal attention of
attributes such as singers and music. When the relation is Girlfriend,
KCA aims to enhance the cross-modal attention of attributes such
as female. It is worth noting that the relation, as a kind of categori-
cal data, contains limited and coarse-grained tag information and
usually has no semantic similarities or correlations with image and
text. Therefore, when introducing relation for guidance, we begin
by modeling the interaction of textual and visual features, and then
introduce relation embedding to guide the cross-modal attention
weights of image and text, respectively.

Along this line, given the visual features e; and textual features
et, they are first fed into a full connection network for nonlinear
mapping as well as dimensional unification:

é; = R(e;W;+b;) € R9¥dart g, = R(e;Wy +by) € R4 dart (1)

where R(-) is the active function LeakyRELU [45], W and b men-
tioned in this paper all represent the trainable weights and bias,
respectively. The cross-modal matrix M € R9d: ig calculated by

M=¢;-é! )
where M aims to capture and highlight the same semantic fea-
tures among image and text. Here, the module is divided into four
branches as shown in Figure 3: (D text-guided visual attention,
@) relation-text-guided visual attention, ) relation-image-guided
textual attention, and (4 image-guided textual attention.

In the branch (I), KCA normalizes M to produce the attention
weights on visual regions conditioned by each sentence of text.
The attention weights are multiplied by image features é; to de-
rive attended relation-irrelevant visual representation ei:r, which is
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Figure 2: The Overall Framework of MMRNS.

—— ) L
‘ o ‘ @ [soﬁmax &%
g Norm
3 @ &Add el
5O—®—
e
e; s i ====r =
!
n L @ Fc | _
Image ® ! ) r Relation
Text | ' ) Guide
L @ x|
e, éx, L,
€gu 2}
©) O—® :
) Norm |€kca
{ FC J p ) &Add
[ ,
2, @\ eir - -
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general for any relation types:

eﬁr =é;- softmax(MT, dim = -1)

®)

In the branch 2), KCA aims to further integrate relation embed-
ding to guided cross-modal semantic information. The difference
between @) and (D is that (2) employs KG relations to guide the
normalized attention weight. Under this situation, the attention
weights are also multiplied by image feature é; to derive attended

relation-guided visual representation eg,,:

e =é,~-(MT®ef)

©

Here e} and e} are produced by feeding the embedding of re-
lation r into two different full connection, which guides the bi-
directional generation of visual and textual attention, respectively.

®)

Correspondingly, the branches 3) and (@) attempt to learn attended
textual representation guided by image and relation, whose motiva-
tions are similar to those of branches (2) and (D). Both cross-modal
and relation guided representations e;:r and e;u are fed into a layer
normalization [2] to unify the distribution, and then added to get
knowledge-guided visual representation:

el =o(r-W/ +b]) ef =o(r-W/ +bj)

(6)

€icq = Norm(e;,) + Norm(eg,)

Similarly, we produce the knowledge-guided textual representa-

tion e,tcca as the same procedure.

3.3 Contrastive Semantic Sampler

Afterwards, we further construct a contrastive semantic sampler to
calculate the sampling distribution of negative samples. The sampler
firstly applies pretrained models to extractor semantic features and
then uses KCA mechanism to model multimodal interaction with
the guide of relation. The core point of our sampler is to further
learn multimodal semantic representation by mining the similarities
and differences between positive and negative samples.

3.3.1 Feature Preprocessing. We first extract preliminary vi-
sual features by BEiT [3], which can be used to learn semantic
regions and object boundaries. We apply average pooling to the
semantic visual representation to reduce computational complexity.
We then extract the preliminary textual features by SBERT [30],
which has a significant improvement on common semantic textual
similarity tasks. Also, we apply cutting and padding to make the
representation tensors with the same dimension. Since entities are
also structural embedding as the relations, we just concatenate
and feed them into a full connection network to integrate relation
information.

es =t - o(concat(r,t) - Wg + bg)

(7)

3.3.2 Cosine Similarity. The preliminary features of image-text
pairs for positive and negative samples are both fed into KCA re-
spectively. The KCA for positive and negative samples shares the
parameters. The visual features similarity between visual represen-
tation of two entities z; and z; is measured using cosine similarity.
d is a small number to ensure that the denominator is not zero.

Z,'TZJ'

.
sim'(z;,zj) = ——————
@2) = iz 1+

®)
3.3.3 Contrastive Loss. Finally, we build a contrastive loss func-
tion similar with [10], which uses similarity as the input, but only
has one positive sample pair. However, we have multiple positive
samples due to the 1-to-Many relations in KGs as mentioned above.
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Therefore, the goal of this module is to narrow the gap between pos-
itive samples while widening the gap between positive and negative
samples. In addition, We integrate the self-adversarial technique
[32] in our framework to further improve the model performance.
The loss weights p(h;, r, t;) for iy, triple are calculated from the
score of KGC model. We set the weight of those triples that are not
sampled to 1/|E|:

exp(a - KGC(hi,r, 1))

iesS
p(hi,r ti) = Es exp(a - KGC(hj, 1, ;) o
VIgl otherwise

where S is the set of sampling triples, « is the temperature of sam-
pling. In this way, the final contrastive loss function for visual
features similarity is as follows:

J

0 3
I > plhn, 1, ty)exp(sim'(z, z,))
neN

p(hj,r, tj)exp(simi(z, zj))
epP

i
lcon

=1 (10)

where P is the positive sample set, N is the negative sample set. We

simultaneously calculate the similarity for textual and structural

features by Equation 8, as well as the contrastive loss by Equa-
S

tion 10, which are denoted by I, and IS, respectively. The total
contrastive loss is obtained by averaging them:

Leon = (Lop + on + Eon) /3 (11)

3.4 Masked Gumbel-Softmax

In this section, we will explain how to use the proposed differen-
tiable sampling approach, which integrates mask operation with
gumbel-softmax [17], to ensure effective gradient back propagation.
The mask operation aims to overcome the problem of introducing
gumbel-softmax into the sampling process of KGC.

3.4.1 Gumbel-Softmax. Since the sampling process of categori-
cal distribution is independent of the optimization process, the gra-
dient of KGC model is unable to be back-propagated to the sampling
network. Therefore, the trainable parameters of the contrastive se-
mantic sampler can not be optimized in an end-to-end manner with
the training phase of KGC model. To achieve gradient back propa-
gation, we introduce the gumbel-softmax re-parameterization trick
[17], which produces a continuous distribution that can approxi-
mate samples from a discrete probability distribution p by using
the softmax function as a differentiable approximation to argmax:
y = softmax((log(p) + g)/7). Where, each element g; in g is i.i.d
samples drawn from standard Gumbel distribution [14, 25].

3.4.2 Masked vector. Considering that the semantic similarities
of positive and negative samples in image, text and structure are
individually used to compute probability distribution p, we utilize
softmax to transform the similarity into sampling probability:

p= (SF(sim'/€) + SF(sim® /) + SF(sim®/€))/3 (12)

where SF(-) denotes softmax function, € is a factor to balance ex-
ploration and exploitation and will be elaborated below. However,
p is not the final sampling probability distribution. Since 1-to-Many
relations are very common in KGs, not all the entities can be treated
as negative samples. Most common methods will filter out positive
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samples [4, 32]. A common way to accomplish it is to set positive
positions in the sampling probability distribution p to zero. But it
will make gumbel-softmax non-differentiable, which contradicts
our purpose. Therefore, we propose a non-differentiable masked
vector, where the values of negative positions are set to 1.0, and the
values of positive positions are set to a number very close to zero.
The probability distribution p is element-wise multiplied by the
masked vector. We noticed that multiplication can be replaced by
addition due to the log function to reduce computational complexity.
Following is the masked gumbel-softmax:

Yym = SF((log(p) + log(mask) + g)/7) (13)

here y,, is the sampling result. It is worth noting that the masked
vector also benefits achieving sampling without replacement. The
total loss L is obtained by adding loss of KGC model Ly . and loss
of sampler Lco,. The effect of loss rate f is analysed in Section 4.5.

L = Lgge + PLcon (14)

3.4.3 Exploration and Exploitation. Here, considering to make
the sampling strategy adaptive in different training periods, we
further define an exploration and exploitation factor . The motiva-
tion is to learn both hard and simple samples in the early training
phase, and pay more attention to the utilization of hard samples in
the later training phase. The value of € decreases as the number of
iterations increases. The effect of €, will be discussed in detail in
Section 4.5.

€ =€,/(1+log(iter)) (15)

4 EXPERIMENTS

In this section, we will conduct extensive experiments on three real-
world datasets to validate our framework, and then reveal some
interesting findings on the impacts of complex relations.

4.1 Multimodal datasets

All experiments are conducted on three multimodal KGs, including
MMKB-DB15K [24] and our two self-constructed datasets, i.e. MKG-
W and MKG-Y, as shown in Table 1. Specifically, MMKB-DB15K [24]
is an open-source multimodal knowledge graph, whose structured
knowledge is a subset of DBpedia [21], and images are crawled from
image search engines. The search queries are entity name, entity
notable type and Wikipedia URIs. Considering that each entity
lacks textual description, we supplemented the textual information
of entities from the database of DBpedia [21].

At the same time, our two self-constructed datasets, namely
Multimodal KG-Wikipedia and Multimodal KG-YAGO, i.e. MKG-
W and MKG-Y, are constructed based on [33], which extracted
the structured knowledge from Wikipedia and YAGO. We further
extended images of entities through web search engines, by asking
human experts to manually screen out the appropriate images,
and meanwhile ensuring that each entity has five to thirty images.
For textual descriptions, we crawled them from DBpedia and then
aligned them with corresponding entities through extra sameAs
link provided by [33]. We randomly divided all KGs datasets by the
ratio 8:1:1 for training, validation and testing sets respectively.
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Dataset Ent Rel Train Valid Test Image Text
MKG-W 15000 169 34196 4276 4274 14463 14123
MKG-Y 15000 28 21310 2665 2663 14244 12305
MMKB-DB15K | 12842 279 79222 9902 9904 12818 9078

Table 1: Statistics of Datasets.

4.2 Baseline Methods

To evaluate the performance of our MMRNS framework, we com-
pare our method with following strategies for negative sampling,
including Uniform, Bernoulli [43], NSCaching [48], KBGAN [5],
SANS [1], NS-KGE[22]. The details are described as follows:

e Uniform, which samples from a uniform distribution.

e Bernoulli [43], which defines a Bernoulli distribution to
replace entities, whose parameters depend on the mapping
property of the relation.

e KBGAN [5], which introduces generative adversarial net-
works to get high-quality negative samples.

e Nscaching [48], which utilizes extra memory to cache neg-
ative samples with large scores, and samples by weight.

e SANS [1], which assumes the entities that are mutually close
are more likely to be related, and treats them as hard samples.

o NS-KGE [22], which considers all of the negative instances
for training, to provide better efficiency.

The experiments are conducted on the sampling strategies based on
several state-of-the-art KGC models, including TransE [4], DistMult
[46], ComplEx [37], RotatE [32], PairRE [6] and GC-OTE [35]. The
self-adversarial technique is integrated into RotatE, PairRE and
GC-OTE. We evaluate all approaches with the following most-used
metrics in KGC: mean rank (MR), mean reciprocal rank (MRR), and
Hits@n (n = 1, 3, 10).

4.3 Experimental Settings

4.3.1 Preprocessing. We fed the visual data into BEiT [3]. We
chose the pretained model with a base-sized architecture, patch
resolution of 16x16, and fine-tuning resolution of 224x224 to get
one randomly selected image representation with a size of 197x768.
Then we apply a 2D average pooling with kernel size of (9, 3) and
stride of (8, 2) over it. We fed the textual data into SBERT [30], and
the used pretrained model is ‘multi-qa-MiniLM-L6-cos-v1’, which
was tuned for semantic search. We cut and pad the sentences to
ensure dimension consistency. Both hyperparameters for BEiT and
SBERT are set by default values.

4.3.2 Implementation Details. We utilized grid search to dis-
cover the optimal hyperparameters for each approach on the valid
set and evaluate them on the test set. Since the parameters set for
KGC model and sampling strategy is too large to afford grid search
simultaneously, we fix the critical KGC model hyperparameters
and tune the sampling strategies hyperparameters. Following other
stat-of-the-art sampling strategies and KGC model, we chose to
fix the number of negative sampling to 20, embedding dim to 200
for all KGC models in three MKGs. In MKG-W and MKG-Y, the
margin for TransE, RotatE and PairRE are fixed to 3.0, and the
regularization of DistMult and ComplEx are fixed to 5 X e™>. In
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MMKB-DB15K, the margin and regularization are fixed to 6.0 and
1 X e, respectively. The temperature of self-adversarial is set to
0.5 in three MKGs. After fixing the hyperparameters of KGC mod-
els, the hyperparameters of all sampling strategies are searched
based on their papers. We use Adam [19] to optimize our model.
The trainable parameters of sampling network are initialized by
Xavier normalization [12]. The learning rate of sampling network
is searched from {1 x e™#,5 x e7}. The factor ¢, is searched from
{1,3,5,10}. The loss rate f is searched from {0.1,0.01, 0.005, 0.003}.
In the training process, rather than using all entities as the can-
didate negative samples to learn the hard samples, we randomly
sample a subset of entities first. The size of pre-samples can be set
to |&]/10. Such simplified operation reduce the computational cost
significantly while maintaining performance.

4.4 Experimental Results

The overall comparison is summarized in Table 2. We observe that
our MMRNS strategy achieves the best performance in most of the
evaluation metrics. Especially for the Hits@10, our approach gets
the best results on all datasets and all KGC models. What’s more,
MMRNS obtains a significant improvement of 6.4%, 2.0%, and 7.5%
on TransE, DistMult, and ComplEx on the MKG-W dataset over its
best competitors, and also obtains an improvement of 2.6%, 6.5%,
and 1.6% on TransE, DistMult, and ComplEx on the MKG-Y dataset.

The uniform sampling strategy randomly chooses negative sam-
ples at all phases of training. However, some negative samples are
simple to learn, while others are more difficult. Under the ranking
evaluation metrics of KGC task, sampling and training samples
with a low rank are not very helpful to performance. Meanwhile,
the number of negative samples can not be too large due to the
class-imbalance problem. Thus uniform strategy performs worse
than other strategies. We also observe that our approach is better
than uniform sampling in almost all metrics, which indicates MM-
RNS is able to effectively figure out the hard negative samples. For
example, MMRNS obtains an improvement of 6.5%, 23.8%, and 12.3%
on TransE, DistMult, and ComplEx on the MKG-W dataset over
uniform sampling. Although Bernoulli and SANS do not take advan-
tage of negative sample scores learned by KGC models, they utilize
the structural information of KGs, which provides prior knowledge
for their negative sampling. Thus they get better performance than
the fixed uniform sampling. However, the structural information is
still limited. Our method takes into account the rich semantic infor-
mation in multimodalities including text and image, thus achieving
better performance. NS-KGE may have better computational effi-
ciency and space efficiency, but its performance is lower than our
model in most situation. RotatE, PairRE and GC-OTE both utilized
the self-adversarial technique, and Table 2 demonstrates MMRNS
get better results in most of metrics, which indicates our model can
be well combined with this technique.

4.5 Analysis on Hyperparameters

Moreover, we empirically evaluate the influence of hyperparameters
setting of KGC models and MMRNS.

4.5.1 Parameters of KGC models. In order to show the con-
sistent improvement of the performance of our approach under
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MKG-W MKG-Y MMKB-DB15K
MRRT MR| HIT H37 HI10T | MRRT MR| HiT H3T HI107 | MRRT MR| HIT H31 Hiol
Uniform | 29.19 1067 21.06 3320 4423 | 3073 1987 2345 3518 4337 | 2486 675 1278 3148 47.07
Bernoulli | 28.98 1184 2299 3148 40.11 | 3112 1896 2569 35.09 3920 | 30.11 736 19.04 36.74 49.86
KBGAN | 2421 1450 1451 3074 4045 | 2692 2220 19.90 32.02 37.69 | 2400 729 547 39.72 50.36
TransE[4] | Nscaching | 28.90 1106 22.24 32.22 40.97 | 20.91 1897 2478 33.01 3827 | 33.03 813 2331 3874 50.29
SANS | 3022 489 2364 3278 4264 | 2751 846 2165 3046 3844 | 2633 602 1387 3365 48.80
NS-KGE | 2850 911 1977 32.80 4427 | 31.58 1441 2476 3573 43.63 | 24.18 722 1321 2944 44.28
Ours | 33.51 926 26.25 36.79 47.11 | 34.81 1791 2859 38.71 44.76 | 26.61 663 13.40 3458 50.60
Uniform | 20.99 1147 1593 2228 30.86 | 2504 2646 1933 27.80 3595 | 23.03 814 1478 2628 39.59
Bernoulli | 2576 1663 21.02 2742 3477 | 3247 4069 29.63 3381 37.10 | 27.05 1040 20.04 30.13 40.37
KBGAN | 19.11 2141 7.69 27.23 37.44 | 1482 3507 051 27.41 3455 | 2336 985 1643 2534 36.30
DistMult[46] | Nscaching | 24.70 1631 2034 2601 32.74 | 32.55 4160 29.80 34.62 3731 | 2638 1182 19.33 29.63 39.74
SANS | 2321 1334 1846 2441 3220 | 27.52 3328 2234 30.76 37.24 | 2472 1257 1682 2823 39.76
NS-KGE | 25.67 1938 20.85 27.01 3500 | 405 3867 3135 3558 38.62 | 23.62 1259 1664 2623 37.34
Ours | 25.92 1084 1973 27.99 38.20 | 32.78 3481 27.99 36.06 41.13 | 22.80 864 1406 2632 40.42
Uniform | 2493 1114 19.09 2669 36.73 | 28.71 2645 2226 3212 4093 | 2748 757 1837 3157 4537
Bernoulli | 27.14 1547 2250 2851 36.16 | 33.21 4167 30.42 3500 38.11 | 30.68 1062 24.20 33.50 43.15
KBGAN | 2078 2054 9.92 2844 3813 | 16.99 3094 3.09 2893 3617 | 1953 1292 9.25 3202 42.39
ComplEx[37] | Nscaching | 27.12 1521 22.55 2852 3566 | 31.94 4107 29.03 3391 37.01 | 3017 1149 2357 3313 4262
SANS | 2673 1485 21.81 28.11 3623 | 27.30 3818 2245 30.35 3627 | 28.94 1440 21.10 32.80 43.57
NS-KGE | 28.65 1405 2340 30.58 38.37 | 34.43 3447 30.24 3732 4162 | 27.14 991 2042 29.67 40.24
Ours | 28.98 1112 2269 31.32 41.26 | 31.98 3245 2563 3529 42.28 | 27.25 943 17.25 31.93 45.50
Uniform | 33.67 1169 26.80 36.68 46.73 | 3495 2427 20.10 3835 4530 | 29.28 714 1787 3612 49.66
RotatE[32] SANS | 3332 768 2735 3566 44.67 | 35.28 1404 29.77 3845 44.93 | 30.51 641 19.13 37.19 50.72
Ours | 34.13 1144 27.37 37.48 46.82 | 35.93 2504 30.53 39.07 4547 | 29.67 708 17.89 36.66 51.01
Uniform | 3440 823 2824 3671 46.04 | 3201 1821 2553 3584 43389 | 3112 597 2162 3591 4930
PairRE[6] SANS | 3273 936 27.02 3454 4347 | 32.79 1650 2671 3637 4354 | 3116 621 2148 3623 49.32
Ours 35.03 843 2859 37.49 47.47 | 34.96 1870 29.18 38.34 44.87 | 31.92 614 2245 36.84 50.01
Uniform | 33.92 1057 2655 3596 46.05 | 32.95 1938 26.77 3644 44.08 | 31.85 620 2211 36.52 51.18
Ours | 34.32 1006 27.14 36.82 47.01 | 33.38 2381 27.65 36.78 4344 | 32.68 641 23.01 37.86 50.96

Table 2: Results of five KGC models compared with other SOTA sampling strategies on three MKGs. H1, H3 and H10 mean
Hits@1, Hits@3 and Hits @10, respectively. Smaller MR means the better result, other metrics are the larger the better. The
best results are highlighted in bold, and the second results are highlighted with an underline. Bernoulli is implemented by the
code of Nscaching [48], other methods are all implemented by their own open-source codes.
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Figure 4: Parameter sensitivity analysis with varying values of KGC model. When one parameter is evaluated, other parameters
are set by default values as described in Section 4.5.

different KGC models hyperparameters, we tuned the hyperpa- is robust enough to adapt to different situations. We also realize
rameters of TransE and DistMult to observe the change curve of that the performance of other baselines decreases when increasing
performance on MKG-W dataset, as shown in Figure 4. We ob- the embedding dimension, while our approach can avoid the over-
served that MMRNS achieves the best performance under most fitting caused by high-dimensional embedding and achieve better

KGC parameters and metrics, which demonstrates our approach performance.
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Figure 6: Ablation Study on MKG-W and MKG-Y with TransE.

4.5.2 Parameters of MMRNS. We further evaluate the influence
of parameters of MMRNS including exploration-exploitation factor
€ and loss rate § as shown in Figure 5. The € indicates the degree of
utilization for sampling distribution given by the sampling network.
We find that the best performance is obtained when €, equals 1,
and the performance significantly decreases when €, dropped to 3,
which demonstrates our sampling approach is helpful for achieving
better performance. What’s more, Higher values of € tend to result
in a smoother curve. The sampling distribution with a very large
value of € will approximate the uniform distribution. Loss rate
is used to adjust the effect ratio of loss Ly, and loss Lcon to the
trainable parameters of the sampling network. We observed that
the best performance is achieved when loss rate equals 0.005.

4.6 Ablation Study

To further demonstrate the effect of each proposed component, we
conducted ablation study on MKG-W and MKG-Y based on TransE
by designing different variants of MMRNS.

o w/o KCA: MMRNS without KCA, we directly calculate the
cosine similarity of positive and negative image-text pairs
after a full connection.

e w/o CSS: MMRNS without Contrastive Semantic Sampler,
we simply cut off the optimization of contrastive loss on
parameters of the sampler.

o w/o Rel: MMRNS without relation, we remove the part of the
relation embedding integrated into each module of MMRNS.

According to the results shown in Figure 6, we observe a drop in
the performance for both w/o KCA, w/o CSS and w/o Rel on MKG-
W and MKG-Y datasets. These reductions indicate that complex
relation information is an essential part and can not be ignored,
and also demonstrate the effectiveness of our proposed modules to
utilize multimodal data and integrate knowledge-guided relation
embedding for finding hard samples.
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Figure 7: Case Study on MMKB-DB15K with TransE.

4.7 Case Study

Finally, we present a case study to show that our MMRNS does well
in integrating multimodal cues and complex relations information
to figure out hard negative samples. Specifically, we choose the
intersection set among the top 10 negative samples score of KGC
model, and the top 10 of negative sampling results. As shown in
Figure 7, We can observe that MMRNS is able to summarize similar
multimodal cues to find hard samples, such as music and person
related semantic attributes. We also find the difference between
negative samples under the guidance of relations. When the rela-
tion is Genre, negative samples are the same kind of genres like
Classical music different from rock music. The highlighted multi-
modal semantic attributes are such as music. Yet, when the relation
is stylisticOrigin, negative samples are more likely to be the same
rock music like Art rock. The highlighted attributes are more related
to rock group and electric guitar.

5 CONCLUSION

In this paper, we have proposed a MultiModal Relation-enhanced
Negative Sampling framework to figure out hard negative sam-
ples for KGC. In order to address the unique challenge in negative
sampling of MKGs, we first designed a novel knowledge-guided
cross-modal attention, which combines multiple relations to guided
cross-modal attention weights between semantic features of image
and text. Then, a contrastive semantic sampler was built to learn
the semantic similarity between positive samples, and the diversity
between negative samples under multiple relations. In addition,
we proposed a masked gumbel-softmax optimization technique,
which enables the sampling process differentiable for training. We
evaluated our approach on three data sets and six KGC models by
comparing with several state-of-the-art negative sampling tech-
niques. Extensive evaluations had demonstrated the effectiveness
of MMRNS framework to identify hard negative samples.
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